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Abstract k

This study investigated the Navier-StokesL
computations of the surface heat transfer coefficients of a
transition duct flow. A transition duct from an axisymmetric n
Cross section to a nonaxisymmetric cross section, is usually
used to connect the turbine exit to the nozzle. As the gd3r
turbine inlet temperature increases, the transition duct is
subjected to the high temperature at the gas turbine ext.
The transition duct flow has combined development of
hydraulic and thermal entry length. The design of theQ,,
transition duct required accurate surface heat transfer
coefficients. The Navier-Stokes computational methodR
could be usedto predict the surface heattransfer coefficients
of a transition duct flow. The Proteus three-Rg,
dimensional Navier-Stokes numerical computational code
was used in this study. The code was first studied for the
computations of the turbulent developing flow properties
within a circular duct and a square duct. The code was thdn,V,W
used to compute the turbulent flow properties of a transition
ductflow. The computational results of the surface pressure,Y,Z
the skin friction factor, and the surface heat transfer
coefficientwere described and compared with their valueX,r,0
obtained from theoretical analyses or experiments. The
comparison showed that the Navier-Stokes computatiol *
could predict approximately the surface heat transfer
coefficients of a transition duct flow.

Nomenclatures BxBy Bz

C skin friction factort,,/(1/2 p,,U2) €
D hydraulic diameter Tw
H heat transfer coefficient, ((T,, — T,), Btu/  Subscripts

(hr-ft2 °R)

c

h dimensionless heat transfer coefficient,

HR/K d
K heat conductivity S,w

“This paper is declared a work of the U.S. Government and is not
subject to copyright protection in the United States.”
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turbulence kinetic energy
domain along X-direction
normal direction

Prandtl number, 0.71
static pressure

heat transfer rate

circular duct radius

bulk Reynolds numbep_U_D/u,,
temperature

velocity components
Cartisian coordinates
cylindrical coordinates

dimensionless distance from wall surface,

Ny TyPuw /UW
grid packing parameters
turbulence kinetic energy dissipation rate

shear stress

center-line condition
downstream location

surface/wall condition



u upstream inlet location axis of the duct was in line with the upstream flow
direction. The upstream flow was turbulent and had a

00 inlet condition Mach number of 0.34. The Reynolds number of the
upstream flowwas 1:8.0°. The Proteus three-dimensional
0,00 inlet stagnation condition Navier-Stokes numerical computational codes used
forthe present computational study. The Gridgen software
Introduction program was used to generate the computational grid. The

unsteady, compressible, and turbulent Reynolds averaged
Nonaxisymmetric exhaust nozzles are often employetlavier-Stokes equations and the energy equation were
on the modern aircraft propulsion systems to improve theolved numerically for the steady state flow properties of
aircraft performance. A transition duct, from anthe transition duct flow.
axisymmetric cross section to a nonaxisymmetric cross In this report, we describe a preliminary study of
section, is needed to connect the turbine exit to the nozzlasing the Proteus code to predict the heat transfer
In applications, the incoming flow to the transition duct iscoefficients of the transition duct flow. The code was first
turbulent and subsonic. Existing resedréhhas  studied forits capabilities to calculate the turbulentinternal
experimentally explored the aerodynamics of a circular tdlow properties of a circular duct and a square duct. These
rectangular transition duct flow. Their emphases were oserved as baseline verifications of the computational code.
the measurements of the total pressure and the shegne code was then used to compute the properties of the
stresses. Asthe gasturbine inlettemperature increases, thensition duct flow. The computed heat transfer
transition duct is subjected to the high temperature at theoefficients were compared with their measurements to
gas turbine exit. The transition duct flow has combinednvestigate the capability of Navier-Stokes computation
development of hydraulic and thermal entry length. Theof the transition duct surface heat transfer coefficients.
temperature distribution along the duct surface is an
important factor in the design of the transition duct. The Computation
attainment of the duct surface temperature requires the
accurate predictions of the surface heat transfer coefficients. The Proteus Navier-Stokes numerical computational
A method of using a liquid crystal-heater compositecode was used in this study. The theory, the numerical
sheet for heat transfer research was developed at tehemes, and the usage of the code could be found in
NASA Lewis Research Centéft The method was Refs.9to11. The code solved the unsteady, compressible
successful to resolve the heat transfer coefficients of Reynolds-averaged Navier-Stokes equations and energy
square to rectangular transition duct fleRecently, this  equation for turbulent flow properties. The Baldwin-
method was used to measure the heat transfer coefficieritemax eddy viscosity formuf& and the Chien’s le-
of a circular to rectangular transition duct fléw. turbulence modéP were coded for turbulence modeling.
Numerical computational methods of the Navier-The code solved the governing equations in either the
Stokes equations and the energy equation could be used@artesian or the cylindrical coordinate systems. The
compute the velocity and the temperature variations withirquations were solved by marching in time using the
a flow field. Using the advanced computational gridgeneralized time differencing of Beam and Warmifig.
generation technique, such as the Gridgen Roufinee, The second order central differencing was used for all
could optimize the computational grid for complicatedspatial derivatives. Nonlinear terms were linearized
flow geometries such as the internal flows within transitionusing second-order Taylor series expansions. The finite
ducts. The turbulence modeling technique has also bedtlifference equations were solved using an alternating-
improved for the Navier-Stokes computations of turbulentdirection-implicit techniqué® A set of coordinates to
flows. With proper turbulence model and computationakpecify the computational grid was required for a particular
grid in the Navier-Stokes computation, it could be used télow geometry. These coordinates could be created by a
compute the temperature variation within the near walkeparate grid generation code and stored in an unformatted
region of a turbulent transition duct flow. Based on thefile for the Proteus code to read. A variety of the boundary
near wall temperature variations, we could calculate theonditions of mean velocity components, temperature,
surface heat transfer coefficients. pressure and turbulence for the computations were built
The objective of this study was to investigate theinto the code including (1) specified values and/or
capability of the Navier-Stokes code to predict the heagradients, and (2) linear extrapolation. Thus, the Proteus
transfer coefficients at the wall surface of an experimentdlavier-Stokes code was suitable for the present heat
transition duct The transition duct, Fig. 1, changed its transfer computations of the internal duct flows with
circular cross section at the upstream locations t@ombined development of hydraulic and thermal entry
rectangular cross section at the downstream locations. Thength.
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In this study, the Proteus code was used to calculatg</R = 0), the static pressure was assumed to vary linearly
respectively the properties of the developing turbulentlong the X-direction. The downstream boundary of the
flows within (a) a circular duct, (b) a square duct and (c) @omputational domain was chosento be at X/R =100 (L =
circular to rectangular transition duct. The presentlOOR). A fully developed flow existéd near the
computation used most of the default numericaldownstream boundary location. Thus, the X-direction
computational schemes in the existing code. The secorgtadients of the mean velocity components and the static
derivative viscous terms were included in the computatiotemperature were zero at X/R = 100 location. Uniform
and it did not use the thin-layer option. The computationstatic pressure was specified at the downstream boundary
also included the constant coefficient models of fourthiocations. The computations were performed within a
order explicit artificial viscosity and second-order implicit quadrant of the duct geometry and symmetric boundary
artificial viscosity. The coefficients were all 1.0 for the conditions were assigned@t 0° and6= 9 locations.
fourth-order viscosity model and all 2.0 for the second-The r-direction gradients of the flow properties were zero
order viscosity model. The Euler implicit method and aat the duct center line locations. Nonslip conditions were
local time step based on the CFL criteria for explicitthe velocity boundary conditions at the duct wall surface.
method were utilized in the computations. A CFL value ofThe normal pressure gradient was set to zero at the duct
10 was used in the computation with the Baldwin-Lomaxwall surface. The duct wall surface temperature was
eddy viscosity formula for turbulence modeling. A smallassumed to be uniform and had a value of 1.1 T
CFL value of 1 was used in the computation with the = The Baldwin-Lomax eddy viscosity formula was
Chien’s ke two-equation model for turbulence modeling. used for turbulence modeling in the computation. This
The convergence was based on the averaged absolaigebraic turbulence model was modified for an internal
value of the residual for each conservation equation. Theuct flow computation8 This turbulence model does not
convergence was assumed when the maximum residuadquire the turbulence boundary conditions for its usage in
was less than*0-6. The boundary conditions and the the computation.
initial conditions were specified for each internal duct Computational Grids. The grid dimensions were 81
flow computations. The effect of the computational gridalong the X-direction, 31 along tteedirection, and 50
and the turbulence model on the computations were firgtlong the r-direction. The grid points at each X location
studied in the circular duct flow and the square duct flowwere located in the duct cross section. The grid
computations. These computations were served as tlenfiguration was kept the same at every duct cross
code verifications. The code was then used to compute tlsection. The following equation,
transition duct flow surface heat transfer coefficients with
selected grid configurations and turbulence model. Th _ 1-X
grid configurations, the initial conditions, the boundaryeX/L - (BX +1)_(BX _1){[(BX +1)/(BX _1)] ]/
conditions and the turbulence model for each flow
computation were described in the following section. 1-x
B0+ o

Circular Duct Flow

The hydrodynamics and thermodynamics of a circulawith 0< X< 1 andB, =1, was used to distribute the
duct flow is often used to simulate the internal flowgrid points along the X-direction. Three different grids
properties of noncircular duct. However, existing hea{(f3, = 1.0, 1.01 or 1.05) were considered respectively in
transfer studies of a circular duct fl&%are limited to the  the computations.
case with a fully-developed velocity profile condition. In Within each duct cross section, the grid points were
practice, the hydrodynamics and thermodynamics flowuniformly distributed along thé-direction. Along the
fields developed simultaneously in the inlet region. Thea-direction, the grid points were packed at the near duct
computation of the heat transfer properties of thewall locations (There were five grid points irf ¥ 10 at
developing circular duct flow was considered here. Figure Zhe downstream location and the first grid point from the
shows a sketch of the flow configuration. The duct has aurface was at¥=0.79). Since we did not change the grid
constant circular cross section with a radius of R = 0.36 fi{point distribution within each duct cross section, we only
We used the cylindrical coordinate system for theconsidered the effect of the X-directional grid packing on
computation. the computation.

Boundary Conditions. To simulate the flow field with Initial Conditions. The inlet free stream properties
combined hydraulic and thermal entry length, uniformwere used as the initial conditions at each grid pointto start
mean velocity and mean temperature were assigned to bee time iterations. The free stream had a total pressure
the boundary conditions at X/R = 0. Near the duct inletl4.7 psia, a total temperature of 529, and a Mach
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number of 0.34. These free stream conditions gave a buiurface. The grid point spacing along the X, Y, and Z
Reynolds number Re= 1.6x10°. The Baldwin-Lomax directions were adjusted by specifying the packing
eddy viscosity formula was used for turbulence modelingparameterg,, By, andB,. To study the grid effect on the

The computation did not require turbulence initial computation, two different grids were used respectively to

conditions. perform similar flow computations.
One grid was generated with, = 1.1, B, =
Square Duct Flow B, = 1.0075. The grid points were sparsely distributed at

the near wall surface locations (There were 3 grid points
A sketch of the flow configuration was shown in in Y* < 10 at X/D = 80, Z/D = 0.5 and the first grid point
Fig. 3. We used the Cartesian coordinate system in thieom the surface was at"¥= 5.57). This grid was used in
computation. The duct axis was in line with the inlet flowtwo similar computations with either the Baldwin-Lomax
direction and the shape of the duct cross section did neddy viscosity formula or the Chien’s k aagtjuations for
change along the axial direction. Gesfereasured the turbulence modeling. Another grid was generated with
flow properties within the near wall region. These existingBy = 1.1, and3,, =3, = 1.002 to increase the grid points
experimental results could be used to verify the accuradn the near surface region (There were 5 grid points in
of the Navier-Stokes computations. The present*<10atX/D =80, Z/D=0.5and the first grid point from
computation was intended to predict some of thahe surface was at*= 1.84). This grid was used in the
experimental results with bulk Reynolds number, Re  computation only with the Baldwin-Lomax eddy viscosity
2.5x10P. The existing experimental results indicated thaformula for turbulence modeling.
the flow would be fully developed at X/D = 80. Thus, the Initial Conditions. We used two different turbulence
computational domain was chosen to be a quadrant of theodeling techniques in the square duct flow computations.
duct between X/D = 0 and X/D = 80. Different initial conditions, corresponding to different
Boundary Conditions. Uniform velocity and uniform turbulence modeling techniques, were used to start the
temperature were assumed at the duct inlet to simulate ttiene iterations.
flow with combined development of the hydraulic and When the Baldwin-Lomax eddy viscosity formula
thermal entry length. Near the ductinlet, the static pressumgas used in the computation, it used the upstream free
was assumed to vary linearly along the X-direction. Nonslistream properties as the initial conditions at each grid point
velocity conditions were the boundary conditions at thdocation. The computed flow properties were the initial
duct wall surface. The wall surface temperature wasonditions for the square duct flow computation with the
assumed to be uniform and the temperature was set at k% turbulence model. The Proteus code could genérate
T, The normal pressure gradients at the wall surface wetbe initial k ande conditions.
set to zero. The flow symmetric conditions were the
boundary conditions along the boundary at Y = D/2 ancCircular to Rectangular Transition Duct Flow
Z = D/2. Within the downstream duct cross-section (at
X/D = 80), the X-direction gradients of the mean velocity = A sketch of the duct flow configuration was shown in
components and the mean temperature were zero. Thé&jg. 4. Details of the duct geometry and its setup in the
were the boundary conditions. However, a X-directionwind tunnel experiment could be found in Ref. 1. We did
pressure gradient was imposed at the downstream locatiot consider the actual shape of the wind tunnel inletin the
(X/D=80). This pressure gradientwas estimated accordingresent computation. However, the circular section was
to the theoretical analysisand the measurements of wall extended upstream in the present computation. The
stressed8 extension was to account for the effect of the wind tunnel
The Baldwin-Lomax eddy viscosity model and theinlet shape on the flow development. For the present
Chien’s ke turbulence model were studied respectivelycomputation, the duct geometry consisted of an upstream
for the turbulence modeling in the computation. For the lcircular section, a transition mid section, and a downstream
ande computations, the gradients of k aadvere setto rectangular section. The radius of the circular section was
zero at the upstream and the downstream boundarie3.36 ft. The duct axis was in line with the inlet flow
Noslip boundary conditions (k = 0 aad 0) were used at  direction. The inlet flow had a Mach Number of 0.34, a
the duct wall surface. Symmetry conditions were used abtal temperature of 52® and a total pressure of 14.7 psia.
the planes of symmetry. These flow conditions gave a bulk Reynolds number, Re
Computational Grids. The grid dimensions were= 1.6x10°. We used the cylindrical coordinate system for
chosen to be 100 along the X-direction, 40 along théhe computation.
Y-direction, and 40 along the Z-direction. The grid Boundary Conditions. The computational domain
generation technique in Ref. 10 was used to pack the gridas a quadrant of the duct between X/R = —6 and
points at the locations near the duct inlet and the duct wak/R = 7. The boundary conditions were specified at the
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inlet, the duct surface, the symmetric plans, the duct cent@rdirection. Thus the grid orthogonality at the duct
line, and the downstream boundary of the domain o$urface was maintained within the upstream circular section
computation. The boundary conditions were similar tcand along the side wall and the top wall center lines of the
what were previously described for the circular duct flowtransition mid section and the downstream rectangular
computation. A summary of the boundary conditionssection.

were described mathematically in the following: Second Grid. In the upstream circular section, the
grid points fell on the duct cross sections. The grid points
At the inlet location, X/R = -6, dp/dX = 0, alongthe X-directionwere packed atthe locations near the

U=, V=0,W=0,and T =]. At the radial location, duct entrance. Within each cross section, the grid points
0<r<R, alon@ = (° direction, dp/@ =0, dU/® =0,V  along the r-direction were packed at the locations near the
=0, dW/d =0, and dT/8 = 0. At the radial location, 0 < duct axis and the duct wall surface (the near surface grid
r<R, along =90direction, dp/@ =0, dU/®=0,dV/d  point spacing was approximately the same as that of grid
=0, W =0, and dT&= 0. At the location with r =0 and 1). At the same r location, the grid points were uniformly
0° <6< 9C, dp/dr =0, dU/dr = 0, dv/dr = 0, dW/dr = 0, distributed in thed-direction. Within the transition mid
and dT/dr = 0. At the location with r = R arftk(d < 9C?, section, the grid orthogonality at the locations near the
dp/dn =0, U =0,V =0, W =0, and T = Tw. At the wall surface was optimized with Gridgen routines. The
downstream boundary location, X/R = 7, p/p 0.985,  grid points were packed at the locations near the duct axis
du/dX =0, dv/dX = 0, dW/dX = 0, and dT/dX = 0. and the duct wall surface. Within the downstream
rectangular section, the grid points fell on the duct cross
The downstream static pressure boundary conditiosections. The grid points were equally spaced along the
(p/p,, = 0.985) was chosen from the experimental redults X-direction. The grid configuration within each cross
The purpose of the computation was to predict the surfacgection was the same as that at the downstream side
heat transfer coefficients. Therefore, the surface temperéX/R = 3.75) of the transition mid section.
ture of the experimefivas used as the surface temperature ~ Turbulence models. The Baldwin-Lomax eddy
boundary condition at r = R. The experiment imposed &iscosity model was found effective (see the Results and
step increase in the wall surface temperature along tHeiscussions section) for the computations of the internal
X-direction and the surface temperature was unifornflows within the circular duct and the square duct. This
along the®6-direction. Thus, the surface temperatureturbulence modelingtechnique was used for the circularto
boundary conditions for the present computation were rectangular duct flow computation.
Initial Conditions. The Proteus code was previously

Tw = Tocor for X/ID < -4, used to compute the turbulent developing circular duct
flow properties. The computed circular duct flow properties

and were the initial conditions for the computation of the
circular to rectangular duct flow. The Baldwin-Lomax

T, = L.197T,, for X/D = -4. eddy viscosity formula was used for turbulence modeling

and the computation did not require turbulence initial
Computational Grids. The computations wereconditions.
performed with two different grids in order to study the
grid effect on the computation. The Gridgen program Results and Discussions
was used to generate the grids. The grids had the same
dimensions. The dimensions were 81 along the X-direction, The previously described computational conditions
50 along the r-direction, and 31 along@héirection. The  were implemented to the Proteus computational code. The
upstream circular section and the transition mid sectiorgomputations were proceeded to calculate the properties
respectively, had 31*50*31 grid points. The downstreanofthe developing flows within the circular duct, the square
rectangular section had 21*50*31 grid points. Additionalduct and the circular to rectangular transition duct. The
details of each grid were briefly described in the followingexperience from the numerical computations indicated
sections. thatthe CFL value affected the starting of the computation.
First Grid. The grid point spacing along the axial When the computation used the Baldwin-Lomax eddy
direction was uniformly distributed within each of the viscosity, it could be started with a large CFL value
three different duct sections. Within a duct cross section(CFl = 10 was used here). A small CFL value (= 1) was
the grid points were packed at near duct surface locationequired to proceed the computation when Chiergs k-
(the grid point spacing was approximately the same as thatrbulence model was used in the computation. The
of the circular duct flow computation). The grid point computations converged within 45,000 time iterations.
were uniformly distributed® = constant) along the Some of the computed flow parameters, such as the duct
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center-line velocity, the surface pressure, the skin frictiorto a small value at X/R = 30 location and themCreased
factor and the surface heat transfer coefficient for eachlightly at large X/R locations. When uniform grid point
duct flow were described and compared with their valuespacingf, = 1) was used in the computation, the computed
from theoretical analysis or experiments in the followingC; values oscillated at the downstream locations

sections. (X/R>50). The computed;(values were well correlated
in term of X/R. The skin friction factor of fully developed
Circular Duct Flow turbulent circular duct flow was correlatéih term of the

bulk Reynolds number,
For adeveloping cylindrical duct flow, the flow could
be fully developed at downstream locations, X/R 380. iy
The present computational domain, L/R, along the Cf = [4|0910{ Rey,/(4.53l0g19 Re, - 3-82)}] 2
X-direction was chosen to be either 100 or 140. The static

pressure was also imposed as a boundary condition at tife present duct flow had a bulk Reynolds number,
downstream location. The downstream pressure could kpeeo =1.6x108. Equation (2) predicted,G 2.70<10 3 for
different at different L/R locations. The present a fully developed flow. This skin friction factor value was
computation was repeated with a few combinations of thgiso shown in Fig. 7 and compared with the present
domain configuration and the downstream pressure valugomputational results of the downstream skin friction
We investigated the effect of the domain and th&actors. The present computations predicted higher

downstream static pressure on the computation. downstream skin friction factor value than it was computed
A summary of the results of the X-directional with Eq. (2).
variations of the center-line mean velocity/W,,, were The computed surface heat transfer coefficients, h,

shown in Fig. 5. The existing measurements gty were plotted in Fig. 8. The heat transfer coefficient was
from experimerit’ were also plotted in Fig. 5 to compare |arge at the duct inlet location and the h value decreased
with the present computed AU, values. Different grid  gradually at the downstream locations. The size of the
point packings §, = 1.00, 1.01 or 1.05) along domain of computationand the downstream static pressure
the X-direction did not affect the U, computation. A yalue seemed to have little effect on the computation of the
slight increase in the downstream pressure value (frorsurface heat transfer coefficient. However, the computed
0.945 to 0.960) did not change significantly th¢U),  h values at the downstream locations oscillated when the
computations. Witl, = 1.05, = 0.945p, and different  grid points were distributed uniforml( = 1) along the
domain sizes (L/R = 100 or 140), the computations-direction. The h values were well correlated in term of
calculated approximately the samgW variationsalong  X/R values. It was establishthat the Nusselt number,
the X-direction. All the computed WJ,, values at near Nu (= HD/K), and the bulk Reynolds number of a fully

inlet locations (X/R < 30) agreed very well with the developed turbulent circular duct flow were correlated
existing measurements. However, the computgdll)  with

values at X/R > 30 locations were found to be larger than
their measured values.

The computational results of the X-directional
variations of the center-line static pressurép p were
plotted in Fig. 6. The results showed that different static ~ Substituting the present bulk Reynolds number,
pressure level was computed when differentRg,=1.6x1°, in Eq. (3), it predicted a Nusselt number of
computational domain or different downstream staticl.-5<10%. This Nusselt number corresponded to a heat
pressure value was used in the computation. With L/R #ransfer coefficient, h=755. This value was also shown in
140 or p/p,, = 0.960 in the computation, it predicted an Fig. 8 and it was larger than the computed h values at the
increase in the center-line static pressure within the entirdownstream locations. The present computation indicated
ductflow region. The results showed that the static pressufgat, with combined hydraulic and thermal entry length,
varied linearly along the X-direction. the circular duct flow had large thermal entry length. This

The computational results of the skin friction factor, is similar to the analysis of the thermal entry length with
C;, were plotted in Fig. 7. The experimental results of théonstant heat transfer réfe.
skin friction factord’ were shown in this figure for
comparison. Regardless of the difference in grid poinEquare Duct Flow
packing, the computed skin friction factors atthe near inlet
locations (X/R < 30) agreed with the experimental values.  Existing experimerf indicated that a developing
The G value decreased from a large value at the duct inlgurbulent square duct flow was fully developed at

Nu=0.021Pr®® Re}8, for 10 <Re, <10° (3)
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X/D =80. For a fully developed square duct flow, high skin friction factors at all peripheral locations. With
analysid’ showed that the averaged wall shear stiggs, grid point packing at the near wall locations and the
and the X-direction pressure gradient were related withBaldwin-Lomax eddy viscosity formula for turbulence
modeling, the computation could predict the experimental
dp/dx = —47,,/D (4)  results of the skin friction factors.
The computational results of the surface heat transfer
Based on the experimental results of the averagecoefficients along the perimeter of the duct cross section
shear stres¥®we used Eq. (4) to calculate the X-direction at X/D = 80 were plotted in Fig. 11. The computational
pressure gradient. The pressure gradient had a value mfsults due to different turbulence models or different
—0.045 Ib/f€. This pressure gradient value was used as theomputational grids were compared in this figure. The
downstream pressure boundary condition at X/D = 80 foresults indicated that very small heat transfer coefficients
the present computation. Some computational results afere calculated at corner locations. With the Baldwin-
the duct center-line velocity, the skin friction factor andLomax eddy viscosity formula and either one of the two
the surface heat transfer coefficient are described in thdifferent grids in the computation, it calculated
following. approximately the same level of the surface heat transfer
The X-directional variations of the duct center-line coefficients. With the Chien’s &turbulence model and
velocity, UJU,,, were plotted in Fig. 9. The computational By = 1.1, and,, =3, = 1.0075 grid in the computation, it
results due to different grids and different turbulencecalculated high surface heat transfer coefficients.
models were compared with the existing experimental
resultst® All the results indicated thatJW , increased to ~ Circular to Rectangular Transition Duct
alarge value at X/D =40 and thegU,_, decreased slightly
to a constant value at the downstream locations. The As it was previously described in the Computation
computational results showed a grid dependence when tisection, the duct inlet was circular and the circular duct
Baldwin-Lomax eddy viscosity formula was used for section was extended upstream to account for the actual
turbulence modeling. The computation with=1.1and  wind tunnel inletin the experimefA downstream static
By = By = 1.0075 predicted better the measurgtl)  pressure, gp,, = 0.985, was imposed at the downstream
valued than the computation wifly = 1.1 andB, =  boundary of the domain of computation. The computation
B, = 1.002. With the Chien’s turbulence model andcalculated a uniform static pressurg/gp = 1.00) at the
By = 1.1 and, =B, =1.0075 grid in the computation, it duct inlet. The computed Mach number profile along the
could predict the measureq/U,, at most X/D locations. direction normal to the duct surface at X/R = -2 was
The computation did not predict better the measurgd U plotted in Fig. 12. This Mach number profile was also
U, values than the computation with the Baldwin-Lomaxcompared with its experimental resuifShe comparison
eddy viscosity formula for turbulence modeling. Thus, theshowed good agreement between the results from the
Baldwin-Lomax turbulence model was effective for thecomputation and the experiment. Some computational
present computation to calculate the center-line velocityresults of the surface pressure, the skin friction factor, and
The computational results of the skin friction factor the heattransfer coefficientwere described in the following
variations along the perimeter of the duct cross section aections.
X/D =80 were plotted in Fig. 10. The results with different ~ The computational results of the static pressure
grid configurations and different turbulence models werevariations along the top wall center line and the side wall
compared with existing experimental resdfisThese  center line were plotted in Fig. 13. The computational grid
results indicated that;thad a very small value at the induced very small difference between the static pressures
corner location and the;@alue increased rapidly at the along the wall center lines. The difference is less than
near corner locations (Z/D < 0.1) to a large value af.01 p,. Neglecting the grid effect on the static pressure
ZID = 0.25 location. The Cvalue then remained computations, we could observe general trend of the static
approximately the same at the other peripheral locationgressure variations along the wall center lines. Along the
With the Baldwin-Lomax eddy viscosity formula aag  side wall center line locations, the pressure decreased and
= 1.1 and3, =B, = 1.002 grid, the computed @alues  then increased within most part of the transition section.
agreed very well with the (Gneasurements at all Z/D The pressure decreased rapidly within the downstream
locations. With the Baldwin-Lomax eddy viscosity formula side of the transition section and the pressure maintained
andBy = 1.1and, =B,=1.0075 grid in the computation, the same value along the side wall center line of the
it calculated small friction factors at the near cornemrectangular section. Along the top wall center line, the
locations. With the Chien’s turbulence model Bpeék 1.1 pressure increased and then decreased within most part of
andB, =PB,=1.0075 grid in the computation, it computed the transition section. The pressure increased rapidly at
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the end of the transition section and the pressure maintaingédlue than that of the side wall center line. Figure 16 showed
the same value along the top wall center line of thehe center line H values which were calculated with the 2nd
rectangular section. The pressure levels were the sanged in the computation. The computed H along the center
along the top wall center line and the side wall center lindéines were similar to the results (Fig. 16) when the 1st grid
of the downstream rectangular section. Experithentwas used in the computation.
measured the pressure along the top wall center line. The The experimental resuftsof the center-line heat
measured values were plotted in Fig. 13 to verify thdransfer coefficients were plotted in Figs. 15 and 16 to
accuracy of the pressure computation. Theverifytheaccuracy ofthe presentheattransfercomputation.
computed pressure values were found to agree very wellhe heat transfer coefficient of a fully developed turbulent
with their experimental values. circular duct flowt® was also indicated in these figures.
The computed skin friction factor,;Cat locations The computation predicted very well the experimental
along the top wall and the side wall center lines weréieat transfer coefficients at the end of the circular section.
shown in Fig. 14. The computational grids only inducedThe heat transfer coefficients at X/R = 0 were very close
difference in the predictions of the center-linev@lues  to the H value of a fully developed turbulent circular duct
within the upstream circular duct section. However, the Cflow. The present computation could predict the variation
variation within the circular section was similar to the C of the measured H value along the side wall center line. In
variation of the developing circular duct flow (Fig. 7). The the transition section, the computed top wall center line
top wall center-line Evalues were the same as the sideheat transfer coefficients were lower than the experimental
wall center-line Cvalues. This trend was reversed within H values. Using the 2nd grid in the computation, it
the upstream region of the transition section. In thaimproved the prediction of the top wall center-line heat
region, the top wall center-ling €alues were lower than transfer coefficients.
the side wall center-line &ralues. At the downstream The computed H values at the locations along the
locations, the top wall center-ling ®ere higher than the perimeters of several duct cross sections were presented in
side wall center-line CAlong the side wall center-line;C a polar plot formatin Fig. 17. Since the computation with
decreased to a small value and then increased within thiee 2nd grid improved the prediction of the H values along
transition section. The;@alues were approximately the the center line locations, the peripheral H variations due to
same within the rectangular section. Along the top walknd grid in the computation were shown in Fig. 17. Some
center-line, ¢decreased at the upstream locations of thexperimental H values were also plotted in this figure for
transition section. Then Gncreased to a large value comparisons with the computed H values. At X/R=-1, the
within the transition duct section. Again Gecreased duct had a circular cross section and the computation
rapidly at locations near the end of the transition sectiorcalculated approximately the same H values at all peripheral
C; maintained approximately the same values withinocations. The computed H values agreed well with their
rectangular section. experimental values. At X/R = 0, the duct had a circular
The surface heat transfer coefficient, cross section and the computation predicted a decrease in
the H values at larg#locations. The computational result
of the H variation was similar to the result from the
experiment. Within the transition section (at
X/R=1.0,1.5and 2), the computed H values decreased on
was computed at the locations along the top wall center linge side wall surface and the H increased rapidly at the
and the side wall center line. The computed surface hegbrner locations. The top wall surface H values were
transfer coefficients with the first grid in the computationhjgher than the side wall surface H values. The computation
were plotted in Fig. 15. In the computation, a step increasgould predict the experimental results of the peripheral
inthe surface temperature boundary condition was imposaskat transfer coefficient variation. The computed H values
at X/R = —4 location (Fig. 4). At this location, H increasedat all peripheral locations were large at the end of the
rapidly to a large value. H then decreased within the circulafansition duct section (X/R = 3.5) and the computation
section and the H value atthe side wall center line was abopfedicted accurately the experimental heat transfer
the same as the H values along the top wall center line. Alongefficients at the top wall surface. The results in Fig. 17
the side wall center line of the transition section, H decreasegiso indicated that the transition section had large heat
toasmallvalue andthenincreased rapidly toaconstantvalu@nsfer coefficients at the duct corner locations. This
withinthe rectangular section. Along the top wall center lineghservation was contrary to the results of the square duct
H increased at the upstream locations of the transitioBomputation which predicted very small heat transfer
section. The H value then decreased slightly and maintaine@efficients at the square duct corner locations. This could

at a constant level at the downstream locations. In thge due to the generation of the vortices at the transition
rectangular section, the top wall center line had a larger lduct corner locations.

H=Qu /(T ~ Te) = =KdT/dn| o /(T ~ To)
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Summary viscosity formula was effective for turbulence modeling
in the heat transfer computation. We only used this
The objective of this research was to study theturbulence modelin the transition duct computation. The
computation of the surface heat transfer coefficients of aomputations were performed with two different grid
transition duct flow. The transition duct flow had combinedconfigurations. The computation predicted the patterns
development of hydraulic and thermal entrance lengthof experimental surface heattransfer coefficient variations.
The axis of the transition duct was in line with the inletThe computed heat transfer coefficients at the upstream
flow direction. The inlet flow was subsonic (Mach numberlocations agreed very well with their experimental values
=0.34). The bulk Reynolds number was<L&. Theduct and the computed heat transfer coefficients at the
surface temperature was uniform. The duct cross sectialownstream locations were lower than their
changed gradually from a circular shape at the upstreameasurements. Different grid configurationinduced small
locations to a rectangular shape at the downstreamlifferences in the computational results of the surface
locations. pressure, the skin friction factor and the surface heat
The existing Proteus three-dimensional Navier-Stokegransfer coefficient. The computed surface heat transfer
numerical computational code was used for thecoefficients had large values at the locations near the
computations of the heat transfer coefficients. The Gridgenorner of the downstream rectangular duct section.
was used to generate the computational grids. Three major The results in this report were obtained with the
computational procedures were performed in this heattraight forward application of the existing Proteus three-
transfer study. The Navier-Stokes code was first used tdimensional Navier-Stokes computational code. The
compute the properties of the developing flows within apresent computation used many default options of the
circular ductand a square duct. These computations servedmerical computational methods in the code. Some
as the base-line verification of the effect of thenumerical schemes, such as the thin-layer option, various
computational grid, the Baldwin-Lomax eddy viscosity artificial viscosity models and different convergence
formula and the Chein’s &-turbulence model on the criteria were not studied for their effects on the
computation. The code was then used to compute theomputations. The Proteus code provided great flexibility
surface heat transfer coefficients of the transition ducto specify the boundary conditions for the Navier-Stokes
flow. computations of an internal flow properties. We took the
The present computation, with the Baldwin-Lomax flexibility to specify the boundary conditions for the
eddy viscosity formula for turbulence modeling, predictedpresent computations. Theoretical analysis of the boundary
approximately the experimental results of the variationgonditions plays an important role in the numerical
of the center-line velocity and the skin friction factor computations of subsonic flow properties. A detailed
within the entrance region of a circular duct flow. Thestudy of the transition duct flow boundary conditions is
computation required grid point packing in the ductrequired to pursue further the flow computation. The
entrance in order to predict simultaneously the existingpresent research considered only simple internal duct
results of the center-line velocity, the skin friction factorflows. The boundary conditions were derived from simple
and the surface heat transfer coefficient. The grid packingnalyses and experimental results of the flow properties.
along the axial-direction had little effect on the predictionThe comparisons between the computed heat transfer
of the center-line velocity. coefficients and their measurements indicated that the
The square duct flow computation, with proper gridNavier-Stokes computation could predict the heat transfer
point packing and the Baldwin-Lomax eddy viscosity coefficients of a transition duct flow. The experience
formula for turbulence modeling, predicted thelearned from the research was that a Navier-Stokes
measurements of the center-line velocity within thecomputation of the surface heat transfer rates of a transition
entrance region. With a few grid points in the near wallduct, including the influence of boundary conditions, grid
region, the computation also predicted the measurement®nfiguration and turbulence modeling, could be a
of the skin friction factors along the perimeter of theformidable task.
downstream duct cross section. The computed surface
heat transfer coefficients had very small values at the near References
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